
IIt

IL

:00CUtiEitT: REISE.

,

ED 110 519' , TM 004 794'

AUTHOR,. Shoemaker, David H.
TITLE A NOte-on Allocating Items to Subtests in Multiple'

Matrix Sampling. ,

__INSTITUTION Southwest Regional Laboratory for Educational
.,_,- -_

Research and Development, Los-Aladitos, Calif.
REPORT NO SWP.L7TM-3-72-05
PUB DATE 13 Jim 72 a

NOTE 19p.

EDRS PRICE 'eF-$0.76 HC-$1.58 PLUS POSTAGE 4 . .

DESCRIPTORS *Item Saipling; *Matrices; *Sampling; *Standard Errc:
of Measurement; *StatiSticalAnalysis; Statistical
Biag; Testing Problems .

IDENTIFIERS Jackknife; *Multiple Matrix.Sampling
.-7-7.------

--,_
, --N.

. ' -ABSTRACT' / I

Investigateff-empirically, through .post mortem
item7dxaminee samplingi.were th'd relative merits of two alternative
procedures for allocating items to subtests in multiple matrix
sampling' a-nd, the-leasibility of using the jackknife in appro4matins
standard errors.of estimate. The results indicate clearly that a
partially balanced incomplete block aesign is preferable to randOm
sampling in allocating items to- subtests. The jackknife was found to
better approximate standard-errors of estimate in the-latter item
allocation procedure than in the former. .These and other results are
discussed in detail. (Author)-,

.

a

***************************************i*******************************
bocuftens acsuired by ERIC include many infprmal unpublished *

* materials not available from ,other sources: ERIC makes every effort *
* to obtain the best copy available. nevertheless, 5,tems of marginal *
* reproducibility' are often encountered and this affects the quality *

* of the microfiche and hardcopy repxoductions ERIC makes available *
* via the ERIC Document Reproducttion Service (EDRS). EDRAis not
* responsible for the quality of the original document.' productions *
* suppled by EDRS are the best that can be made from the original. *
*******.****************************************************************

a

4



C=

lb

DATE

;PERI/ISM*. TO IREPROOUCE THIS COPY.
BIGHTED uATEMAL HAS BEV...GRANTED BY

TO EPIC /..0 ORGANIZATIONS OPEFLATIND
;AMR ADREELIENTS WITH THE NATIONAL IN-
STITUTE OF EDUCATION FURTHER POACH
OUCrO.N OUTSIDE, THE ERIC. SYSTEM BE-
CL#PES PERwSSION OF THE COPYRIGHT
OwNEIA

TITLE:

AUTHOR:

,June t3, 1972

TM 3,-72-05

A

SOUTHWEST REGIONAL LABORATORY
TECHNICAL. MEMORANDUM 46

US DEPARTMENT OF HEALTH.
EDUCATiCH11. WELFARE

*NATIONAL INSTITUTE OF
EDUCATION

DCrUMENr HAS BEEN REPRO
DUCED rXACTLY AS RECEIVED FROM
THE PERSON OR ORGANIZATION ORIGIN
ANN°. IT POINTS OF VIEW OR OPINIONS
STATED DO NOV NECESSARILY REPRE
SENT OFFICIAL NATIONAL INSTITUTE OF
EDUCATION POSITION OR POLICY

1. 4

'A NOTE ON ALLOCATING ITEMS TO SUBTESTS IN-MULTIPLE MATRIX
SAMPLING

David M. Shoemaker .t

ABSTRACT,

Investigated empirically through post mortem item examinee sampling

were the relative merits of two alternative procedures for allocating

items to subtests in multiple matrix sampling and the feasibility of
.

using the jackknifein apprwahating standard errors of estimate. The

results indicate clearly that a partially balanced incomplete block

design is preferable to random sampling in allocating items to subtests.

The jackknife was found to better approximate standard errors of estimate

in the latter item allocation procedure than. in the former. These and

other results are discussed in detail.
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A NOTE ON ALLOCATING ITEMS TO SUBTESTS IN MULTIPLE MATRIX SAMPLING,

David M. Shoemaker

Multiple matrix sampling or, more popularly, item-examilte sampling,

is a procedure in which a set of K test items is subdivided randomly

into t subtests containing k items each with each subtest administered

to n examinees selected randomly from the population of N, examinees.

. .

Although each examinee receives only a proportion °fettle K test items,
... --

the eqcuati6ns given by Hooke (196) and Lordr.,(1960) permit telreseb.rcher

to estimate iarameters of the test score distriblition which Wo1.0.1 have

been obtained by testing all N examinees overall K test items. Because

numerous combinations of t, k, and n are feaSible in any investigation,

the researchermust cote to grips with several questions about how the

procedure should be implemented. "How should items be allocated to

.

subtests?". is one important question requiring an'answer and is_the one

addressed specifically herein; concomitantly, the feasibility of using

the jackknife procedure for approximating standard errors of estimate

in multiple matrix sampling is considered'in some detail.

A basic requirement in multiple matrix sampling is that k items

from the Kritem"poliulation are allocated randomly to each subtese.

However, in constructing 511,e t.subtests, four.general item allocatidn

procedures are possible- -each of which is described more appropriately

as restricted random sampling. The four procedures and concomitant

restrictions are listed in Table 1 and anexample of each procedure is

given in Table 2 for :k =,3 and K = 7.

3,
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Procedures 1,

2

I.

rat

ft

and 3 are implemented easily in practice; Procature

4, however, ,is more difficult and.the degree of difficulty, increases

with increases in K. Within the.context of the dqb-ign of experiments,

.
Procedures 3 and 4 are referred to, respectiVeiy, as a "partially

_ .

.
balanced incomplete Mock" design -(13BIB) and a "balanced incomplete

..block" design (B113),, That which is "partially balanced" or "balanced"

by each design is the item
.pairings.

In the BIB. design, all possible
. . .

item pairings occur among stbtests and they. occur with equal frequency;

. in the PBIB design,; item pairings'donot occur with equal frequency and,

indeed, some item pairs may be excluded completely. A BIB design is

often difficult to implement because, for a given. K, no design may
e

exist, or, if there is a design, the number of subtests required is

excessively ,large. Thi. imitation is most serious when K exceeds- 50

evenpermitting minor adjustments in K to fit vn available design. For

example, when K = 91 and k =, 10, 91 subtests would be required; for

K = 97 and = 104656;-and, for K = 199 and k = 10, 19701. The first

of these three BIB designs is cited and illustrated by Cechran and Cox

(1957); the other two are given by Ramanujacharyulu (1966) and cited by

.

Knapp (1968a). Although BIB designs have been used'on a few occasions

(e.g., Knapp,. 1968a, 1968b) when K was small, (K = 43 and K = 12,

respectively, with Knapp),-such designs are ill-suited to large item

.populations. This point is of no minor import because one of the major

iesons'for usintrinuktiple matrix sampling is iUs potential for dealing

-
with large item populations. Because of this, it'is expected tat the

majority of item al- location procedures in multiple matrix sampling will

involve Procedurds 1, 2, of 3.

4
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It should be noted that, in practice,. Procedures 1,,2, and 3 are
cl

..implemenFed typically 1:A9- conjunction with item stratification, that is,.

A

a stratified-random sampling procedure4ig used with the stratification

being on item content, item difficulty leveler both .item content -and

item difficulty level. The relative merits of such st.ratification

procedures have been discussed previously (i.e., Shoemaker and Osburn,

1968; Kleinke, 1971) and arg not'considered here.

Of principal interest in this investigation were the relative

merits of Procedures 1 and 3. Procedure 2 was excluded because it is

ti

/-

used rarely in practice. The metric by which these two item allocation

4

procedures were contr asted was the standard error of estimate,.

METHOD

.

The research design was one of post mortem item-examinee sampling,

&with the required data bases generated throughera-cater simulation

model described previously by Shoemaker (1972). In post mortem Item-

examinee sampliqg, various samples of items and examinees Are selected

randomly from a data base fan item by examinee matrix) and used to

estimate parameters.ot the base froM which they have been sampled. The

researcher acts as if only certain examinees have been tested over

certain items knowing all .the while the results which were obtained by

testing all examinees over all items.

Parametersvof tile data base manipulated systematically-were:

(a) the number'of test items (E = 40, -60), (b) variance of the item

difficulty indices .(d = .00,, .05), .and (c) degree of skewness, in the

,normative distribution (distributed normally, markedly .negativAly-skewed).

5
fr
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2When the test scores were negatively- skewed, onlya.= 0 was used.' The

reliability of the total. scoreavasequal to .80 for all data bases

generated. The 9 itemTexaminee sampling plans used are listed in
A

Table 3. A PBIB degign was used only mhen a
2
> 0 for.a given data base.

.

When q
2
=-0, all items are statistically parallel and Procedures 1 and

P

3 produce equiv-alent'results (and all differenCes observed between the
c

two procedures would be due to the s.amplingOf examinees).

The parameters esAmated were 11, (the mean test &coke), p.
2' 3' 4

(the secondsec_ond through fourth central moments) and cr2,. The equations used
P

to estimate the moments of the tese.score,distribution were those given

by Lord (1960); G
P
was estimated through a components,of Variance

analysis. The results of each sampling plan were replicated 50 times.,

Of additional concern in this investigation was a continued
. .

examination of the feasibility of-the jackknife procedure in apgroximating

standard errors - of estimate in multiple matrix sampling. A description

jacAnife procedure and encouraging preliminary results in this

area are'gi ven by Shoemaker (1972). In general,.the jackknife operates

on a data base which has leen divided into subgroups of data and dives

a mean estimate bf the parameter computed over subgroups and an estimate

of the standard error of estimate associated with this statistic. A

basic component of the jackknife is the pseudovalue associated with each

subgroup which, for each subgroup, is, the weighted difference between

the 'statistio.computed on all the data and the statistic computed, on the

body of data which. remains.. after omitting that subgroup. Because the

.*
,pseuavalues are relatively independent of each other, .the standard

error of the tatistic is computed according to the well-known formula

0
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for the staridard error.of a Sample mean. If the statistics computed on
'

. ,

.
. .

each subgroup are 'weighted equally, the pseudovalues
-
reduce algebraically :

, '.

to the alerages for.the subgroups, When the jackknife is apilied, to

multiple matrix sampling there aka subgroupst sUbgrou of data but only one
A , , .. 0O.

I
w .

score (the estimated parameter) for each subgroup with that
statistic)--- ----

weighted according to the number of observations tk acquired by that

suhtest. The jackknife operates on the statistics obtained from one1

set of t subtests and aPproXimates the variability of-the pooled.eStimates

which would have been observed over repeated replications of the design.

RESULTS

All' results are reported in Tables 3 through 7. Because the entries

in each Table are interpreted similarly, only those for one sampling plan
/

in Table 3 will be described in detail. The first three entries in the

first 1:5;4. of Table 3,give the parameters of the data base. In this case,
,

the iten population consisted of 40 items, the'yariance of the item.,

difficulty indices (p = proportion answering the item correctly) was.

equal to 0 and the test scores were distributed normally. Using a

(t= 4/1, =, 10/n = 50) item-examinee sampling'plan with- random allocation

of items to subtests (Procedure 1 in Table 1) and replicating the dampline

plan 50 Ames; the standard deviation of the 50'pooledestimates of the

mean test score on' the 40-item test was equal to .4695. Fifty jackknifed

estimates, of the standard error of the mean were produced. Their mean

was equal to'.479,3; their standard deviation, .2445. If the'items.for

each subtest had been allocated using a PBIB design (Procedure 3 tn
, 4 ...

Table 1); corresponding results would.have, appeared: under 'PBIB' infthe

7
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first row. None are gi'ren there because a
2
= 0 and; the two item

allocation procedures are equivalent. .

Looking at the results;for SE(R) across Tables 3 through 7, it is

generally the case chat, for each sampling plan, the standara error .of
,

. ,

estimate is less when apBIB design is used. The relative magnitude of

4

this.discrepancy was greater for the mean test score and decreased.
. , .

.
,

. .

,...

.

sharply for successively higher Central moments.
a

lacause several

u
.

.

.- . -

combinations of t and k (for'a giiien tk) occurred among 'sampling plans;, _
. 7- - . .

4
it was possible toexamine the effect of certain coMbipatiens $n the

.. . -..

.

standard error of estimate. For a given tk, an in-crease in't.resulted.A .

.
.

4

in a. decrease in SE-(R) when estimating the ,mean teet'scofe; forthe
//'.

second through _fourth central moments, .an increase in k resulted in a

, 1 .
0 I ..

decrease in SE(R); and, for a.
2

-no trend was discernable. ' 4.

. '
,.

r

Regarding the jackknife; the results indicate that on.dle average
.

. ,-

it did approximateyell standard errors of,eStithate. A major,exception,
0

and one noted previously by Shoemaker (1972), was found in estimating

the standard, error of the mean test score using a PBIB design where the.

. -jackknife consistently and markedly, Overestimated SE(R. However, the

jackknife did approximate well the standard error here when a random- ..,

:,

sampling design was used to allocate items tosubtesm. Looking at the

. results across parameters, it was generally found that, when a PBIB

.1

design was used, the...jackknife overestimated standard errors of estimate.

This-did not occur when a random sampling design (Procedure 1 in Table 1)

was used. The relative discrepancy was most marked for the mean test

score and decreased in magnitude for successively higher central moments.
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.

4 ' A , k.
a

.

Ih'a manner similar to SE(R), the standard deviation of the jackknifed

° estimates of the standard error SD(J) decre'ised withincreAes in=t when
,

estimating the standard error of the mean test score and decreaAed
*,

Is t .
'v 5

. . A
generally with increases in k when esiAting thestandard errors'of

-.,
, ." .

the higher central moments ford a given ik:

DISeUSSION

,*
The results support the conclusion that .the procedure for allocating

JL

/ .

items to subtestsAn mull matrix sampling is ah important contidera-.

tipn. Specifically, a partially balanced incomplete Lock design' is
, .

"4
. .

preferable to a random allocation for sampling:plans having the same ek.

The superiority of the PBIB-is most apparent in estimating the mean test

score and becomes less apparent inaestimating higher centrallnoments.

This reinforcesva conclusion made.by Lord and Novick (1968) that in
.. ..

estimating the mean
....

test score omitting even one item. has a drastic effect
. ,,,

g. * ,

. , . . . i

on the standard error of estimate. In this investigation, a PBIE design J
, '4

guaranteed that each of the K items was included in some aubtest. Such

was,pot the case with a random.item allocation. where it was quite
9 .

t . .
.

possible for certain items to be ()hatted completely (..at happened to

item 2 in Procedure 1 in Table,2). The results indicate that thelord
. -

and Novick conclusion is applicable to higher central moments but the

expected disceepancies are n& as drastic as those expected With the

mean test, score.

. 'Of a4ditional interest in this investigation was the =a of the

jackknife in approximating standard errors of estimate in multiple

matrix sailpiing.. The results reinforce the conclusion drawn by
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O

Shoemaker (1972) that the jackknife can be used for this purpose and - .

/ .

4' .
...

also Shed light Inl a problem mentioned therein. Shoemaker noted that

/J... .

o

the jackknife overestimated -the standard,rror of the mean test score

when a
2
= .05 and i6ma Were allocated to subtests using a PBIB.d.esign.n

w. r.
_____Ihg_repults in Table '3 suggest that the inability of the jackkiiife to

-,..

pnrforvell ilir t s'case was a function .of the item allocation procedure. ,
. . .. -

. 0

----'-------._

For the jackknife to be appropriate, thepseudovalues must be independent

. . .
,

and the results suggest that this requirethent is violated with a PBIB
...- .

--N

:-.
design,. Regarding this violation, the jackknife is VA as robust when

. .

,.

estimating the standard error of the mean.test'sdore as it is in
,.

estimating standard errors of higher central moments. The conaiusion

4 2
seems warranted that, Nhen

.

a departs significantly from zero anda
, P A

,PBIB design is used to allocate items t subtests, the jackknife will

vproxtmate conservatively the standard rrot.of estimate in multiple

. matrix sampling.

.1

10
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Procedures_for Allocating Items

I
0

TABLE '1

to Satests in Multiple Matrix Sampling
0 0

Item Allocation
Procedure

a

Restrictions On tic

Random Satrpling Nofie

2. Partially /

Balanced 1 ,r

Incomplet6
BlockDesigfri

(not all'i6ems
tested)

3. Partially.,

Balanced r11'
Incomplete
Blodk Design -1644`

(all items
tested)

tk < K

6:: Balanced
Incomplete
Block Design

K I

tk --\rK (r (integer)

tk >

tk

tk-

K
rK (r integer)
K(K -.1)X .

k - 1
(A 'integer)

Restrictions On
Sampling Of Items

Without
etchwithin, subtesE

With 'replacement
among subtests

Withqut replacement
within each subtest

thout,replacdment

'mho ;:.subtests
.

Without replaZeMett
with

a
each subtest

Eadh of the X. toms
app ars with equal
frequency (r) among
subtests

Without replacement
within each subtest

.

'Each of the K(K - 1)42
item_pairings appears
with equal frequency,
(7) among subtests

.
O 0

0

0

0

0

10

0

O

0

0

0

0

O

0
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TABLE 2

ExampleS of Subtesta. Resulting From the Four Item.Allocation
.Procedurea Described in Table' 1 Using k = 3.and K = 7. a

Subtest
Number

1..

2

7'

l'r%eduie 1 Procedure 2 Procedure- 3 Procedu,re-.4

- 1, ..3 5 2 3 . 1 2 41 r2 3 1

3 ' 4 -5 4 '5 6 4 5 6 2 3 5.

1 3 5 / -7- I 2...' - 3 4 6
-1 4 7 3 4 5 4 5 7
4, 5 6 6 7 1 5 6 I
3 '4 6 . , . , 2 3 4 6 7 .2
3 '6 7 .5" 6 7 7 1 3

r.
l-s
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